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Free-hand interaction in VR is intuitive and easy to learn, making it applicable to fundamental interactions such as VR typing.
However, the absence of haptic feedback reduces spatial awareness and immersion while performing the input, impacting
accuracy and increasing fatigue. While previous works embedded haptic feedback, they either require constant contact with
the skin or a desktop installation with a fixed distance. We propose Ultraboard, a novel wearable haptic interface providing
ultrasonic mid-air haptic feedback for all hand regions, including fingertips. We adaptively control the phased array’s position
in accordance with the hand movement and location to support consistent haptic feedback for real-time VR typing input.
With simulation and experiment, we designed and validated the customized ultrasound phased array to support hand input.
We propose guidelines for the development of a finger-level wearable ultrasonic mid-air haptics interface and system through
this process. A follow-up user study showed significant improvements in typing confidence and usability with Ultraboard.
Notably, the mid-air tactile typo alert enabled with our interface enhances user experience during VR typing. Our results
showed a promising approach to utilizing a mid-air haptic interface to promote confidence in VR typing.
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1 INTRODUCTION
Free-hand interaction in VR environments is an intuitive and user-friendly interactionmethod.With advancements
in the performance of embedded hand tracking systems with commercialized HMDs like Meta Quest 3S [57],
free-hand interaction and gesture recognition have become the main approaches to perform VR inputs [92]
such as VR typing. Still, due to the potential tracking loss during hand occlusions, the user’s hand must remain
unobstructed within the camera’s view. This limits the available workspace volume and restricts natural hand
movement during interactions in VR. Moreover, the lack of haptic feedback contributes to user fatigue and
diminishes the usability of the interaction [51, 66].

In particular, the absence of haptic feedback during mid-air interactions leads to reduced presence and spatial
awareness. This causes high user fatigue and ultimately results in decreased usability [16, 32, 40]. Integrating
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Fig. 1. Overview of Ultraboard. (a) We designed a wrist-worn mid-air haptic interface that provides tactile sensation across
the entire hand. (b) Ultraboard adjusts the position of the phased array based on the spatial relationship between the hand
and the array to provide consistent feedback during any hand movements and motions.

visual and tactile stimuli can significantly enhance users’ perceptual levels, and providing tactile sensation during
mid-air interaction has the potential to improve both user experience and usability [63, 74]. Indeed, users tend
to prefer tactile feedback on their fingers while performing input, and previous work has shown enhanced
immersion and realism [25].

Accordingly, researchers have suggested various haptic devices to offer a realistic sensation while minimizing
user discomfort. Methods of providing tactile sensation can be categorized into contact-based and non-contact-
based haptics. The contact-based approaches have the advantage of providing strong haptic feedback with precise
localization [80, 83, 89]. However, these methods either require specific hand postures or limit the range of motion
while in use. Moreover, contact-based approaches need to consider hardware fit for a variety of populations to
maintain comfort and perceivable feedback [93].
In contrast, non-contact mid-air haptics entitle users to more freedom in range of motion with no attached

hardware. Gupta et al. [27] developed AirWave that supports non-contact haptic feedback using air vortex rings.
While AirWave delivered haptic feedback to specific locations, it suffered from inaccuracy and delay. Another
form of non-contact haptics is the use of ultrasonic mid-air haptics (UMH) [70]. UMH creates precise focal points
with approximately 8.6 mm resolution at a frequency of 40 kHz at 20°C [30] controlled with unnoticeable delay
because it utilizes acoustic waves. Also, UMH supports rendering various shapes and textures. Although UMH’s
intensity is insufficient for delivering constant pressure, it is adequate to support tactile sensations like vibration
or texture. This shows the potential of UMH as a versatile tool for interactions [34].
UMH, however, has limitations in rendering haptic feedback in terms of effective volume size due to the

mechanical characteristics of ultrasonic transducers such as their directivity and size and the acoustic properties
of ultrasonic waves [70]. Specifically, providing tactile effects focused on particular points requires maintaining a
certain distance range between the user and the transducer array [75]. Previous studies have proposed enlarging
the workspace of ultrasound transducer arrays by increasing array size [29, 59, 84], using robot arms to reposition
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the array [5, 90], or employing fixed servo motors to adjust array orientation [35]. Nonetheless, these approaches
still require ultrasonic transducer arrays to be installed at fixed locations, which either limits workspace flexibility
or demands excessively large equipment. For the broad applicability and usability of UMH, it is necessary to
develop a new interface that does not restrict user movements or positioning. A wearable form factor enables the
delivery of tactile sensations without spatial constraints. However, ensuring robust UMH performance requires
more than simply converting a stationary UMH interface into a wearable form. Since the new interface must be
worn by the user, it is essential to minimize its size to enhance usability. Additionally, it is required to provide
perceptible feedback across the entire hand, including the fingers for applicability.
In this study, we propose a novel wearable haptic interface that physically adjusts the relative position of

an ultrasonic transducer array in accordance with the user’s finger position to deliver uniform tactile intensity
regardless of hand movement. To achieve this, we first simulated the acoustic radiation pressure to determine the
appropriate shape and size of the ultrasonic transducer array for the wearable UMH. Then, we identified the
effective distance range and developed an algorithm and system to maintain it. Unlike previous UMH research
focusing on perception on the palm [19, 85, 94], we carried out experiments to determine the minimum perceivable
UMH intensity on the fingertips. Based on the results, we designed an interface that is compact yet capable of
delivering feedback with sufficient intensity to be perceived by the user. We evaluated the performance of our
haptic interface for VR typing, which represents one of the most fundamental input methods with a mid-air
approach. Our work shows the potential to enhance user experience and expand the application compared to
conventional fixed ultrasonic transducer array-based systems. In other words, we provide essential guidelines
and serve as a foundation for advancing stationary UMH systems into a wearable form. The main contributions
of our research are as follows:

• We explored the size and shape of phased arrays and distance range, enabling effective finger-level wearable
UMH by simulating the spatial distribution of acoustic radiation pressure.

• We proposed criteria for developing a wearable UMH form factor capable of providing feedback across the
entire hand by conducting a perception study targeting the fingers.

• We validated the effectiveness of the proposed interface and system guidelines by developing and evaluating
a system that provides haptic feedback during VR typing.

2 RELATED WORK

2.1 Haptic Feedback for VR Hand Interactions
In VR environments, interaction methods that rely solely on visual feedback face several limitations. The absence
of tactile or kinesthetic feedback diminishes both realism and immersion [22]. Additionally, this increases cognitive
load, leading to elevated levels of fatigue [67]. Moreover, in tasks that require fine motor control, the lack of haptic
feedback reduces accuracy. As a result, efforts have been made to develop multimodal interaction techniques that
integrate various sensory feedback, such as auditory and tactile feedback, to enhance interactivity [21, 69, 86].
For VR interactions, the integration of tactile and visual feedback improves users’ perception and motor

accuracy and is highly favored by participants [1, 39] compared to other multisensory feedback. Aligned with
these findings, researchers have focused on building standard interaction methods by combining visual and
tactile feedback. However, spatial limitations in haptic feedback delivery methods and the incompleteness of
feedback still persist [76]. We propose a haptic interface capable of providing haptic feedback without spatial
constraints and suitable for providing feedback to the fingers, based on measurements and simulations of the
spatial distribution of haptic feedback.
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2.2 Mid-air Haptics
Haptic interfaces are classified into five categories based on their mechanisms: Physical props, handhelds,
wearables, encountered type, and mid-air type [93]. Physical props [8, 81] allow for intuitive and realistic haptic
feedback by utilizing actual physical objects, enabling users to understand how to use them naturally without
additional training. Moreover, they are relatively simpler and more cost-effective to implement compared to
complex electronic or mechanical haptic systems. However, they are designed for specific scenarios, making it
challenging to generalize them for diverse scenarios and interactions. Additionally, they are limited compared
to electronic or mechanical haptic technologies when it comes to dynamic or complex feedback, potentially
reducing immersion. Furthermore, physical props are challenging to personalize to suit different users’ physical
characteristics or preferences. Handheld devices [3, 7, 9, 10, 31, 47], commonly implemented alongwith commercial
controllers, offer a wide range of haptic feedback while keeping a small form factor. However, the requirement
for users to constantly hold a handheld device presents a significant limitation. This restricts hand freedom and
necessitates maintaining specific postures, reducing the flexibility of use and experience, which can ultimately
diminish the sense of immersion. On the other hand, wearable devices [18, 67, 68, 73, 96] allow natural movement
of the user while providing diverse haptic feedback. However, wearing equipment that directly contacts the user’s
body, like VR suits or gloves, for long periods tends to incur discomfort due to sweat and fatigue, potentially
impacting overall user experience and usability. Additionally, differences in users’ body types and sensitivity
levels make it challenging for standardized designs to suit all users effectively. Unlike wearables and handhelds,
encounter-type haptic interfaces [37, 44] provide more natural feedback without requiring the user to hold or
wear a device, offering a greater degree of freedom. However, they face issues related to power consumption,
size, noise, and synchronization with virtual objects.
To enhance freedom of users’ hand movement and eliminate the needs for equipping the devices from

contact-based haptic techniques, contactless mid-air haptic approaches have been explored. Among them, UMH
offers precise spatial and temporal control of haptic feedback [20] and requires a relatively simple mechanical
system [36, 70]. By adjusting ultrasound modulation parameters, UMH supports various types of haptic feedback,
enhancing the user’s perception [49, 79]. However, UMH has limitations in the physical size of the rendered
haptic feedback and the workspace, due to factors such as the power and directivity of the transducer, as well
as the propagation of ultrasonic waves [70]. In other words, to provide appropriate tactile effects, a consistent
distance range between the user and the transducer array must be maintained [75].

To address the workspace limitation of UMH, previous work increased the number of transducers in the array
and connected array units to enhance the intensity of overlapping ultrasound waves and further expand the
reachable area [29, 59, 84]. However, this solution introduces computational challenges, occupies significant phys-
ical space, and still confines the user’s workspace to a fixed location. Other works involve actively manipulating
the location of the array to an effective position, either using robot arms [5, 90] or a servo motor-based rotating
platform [35] to expand the working interaction volume. While these methods offer a solution for enlarging
the workspace of the ultrasound transducer array, they still present limitations, such as confining the array to
specific positions or requiring bulky equipment setup.
In our work, we address existing challenges by proposing an adaptive wearable haptic system that controls

the position of the ultrasound transducer array in real-time, providing users with perceptible tactile feedback
on the hand without constraining their movement or workspace. Unlike physical props, which are limited to
specific scenarios, Ultraboard offers a wider range of interactions by providing active feedback. Adjusting UMH
parameters can generate various sensations and textures, including dynamic effects such as moving strokes.
This enables interactions beyond simple scenario-specific feedback, such as scrolling, alerts, and directional
guidance. Unlike handheld devices and wearable devices, such as a method of attaching simple actuators to
lightweight data gloves [4, 77, 91], Ultraboard enables bare hand interaction by eliminating the need for direct
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Fig. 2. Haptic interface prototype and range of motion of a servo motor. 3-axes indicate rotational adjustability to fit the
wearable interface to individual users.

contact with the hand. Since direct contact between the feedback area and Ultraboard is not required, there is
no need for different device sizes to accommodate variations in user body shape unlike wearable devices. This
capability allows it to accommodate user variability effectively. Lastly, Ultraboard optimizes power consumption
and size, differentiating it from encountered-type haptic interfaces by utilizing a minimized transducer array.
And it activates only when in use, enhancing the user’s freedom of movement.

2.3 Ultrasonic Mid-air Haptics in HCI
The advantages of UMH, such as its spatial and temporal precision, mechanical simplicity, and capability to
deliver diverse tactile feedback through modulation parameters, have sparked extensive exploration into UMH
applications within HCI. Studies have applied UMH to diverse body areas, including the face [23, 46, 58],
palm [45, 79], fingers [71], and mouth and oral cavity [78], exploring how individuals perceive haptic feedback on
each region. However, for the hand, most research on UMH perception has focused on the palm due to its high
sensitivity [82] and larger surface area [43, 45, 79]. Research on the perception of UMH on the fingertips has been
limited, despite the varying vibration detecting sensitivities to tactile sensations across different fingertips [42],
and remains insufficiently explored.
By conducting a perception study on two fingertips, one highly sensitive (middle fingertip) and one less

sensitive (pinky fingertip), we identify how basic UMH parameters affect the perception of haptic feedback on
the fingertips. Additionally, we present a guideline for effective haptic rendering in mid-air typing contexts by
conducting a user study focused on VR typing scenarios.

3 ULTRABOARD SYSTEM
We aimed to advance the existing stationary UMH into a wearable UMH supporting finger-level haptic feedback.
To this end, we provide haptic feedback across the entire hand without restricting the user’s workspace. However,
transitioning from stationary UMH to a wearable form factor introduces challenges that must be addressed.
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Fig. 3. Hardware overview. (a) A transducer board for mounting ultrasonic transducers, (b) an interface board that transmits
signals from two MCUs to the servo motor and transducers, (c) a modified Ultraino driver board [54], (d) Arduino Mega that
creates driving signals for UMH, (e) Arduino Micro that generates driving signals for servo motor, and (f) servo motor.

The first challenge lies in the device minimization. For a wearable form factor, reducing both size and weight
is inevitable. The commercially available UMH device (Ultrahaptics STRATOS Explore [88, 95]) weighs 700 g,
which makes it hard to be deployed for wearable applications. Also, it is required to generate focal points smaller
than the surface area of the fingertips to deliver appropriate feedback. To address this, we simulated the spatial
distribution of acoustic radiation pressure generated by ultrasonic transducer arrays of various shapes and
sizes (See Section 4.2.1 and Section 4.2.2). This allowed us to identify an effective phased array design while
minimizing array size, which is capable of providing haptic feedback across the entire hand.
The second challenge involves maintaining an effective distance range between the feedback point and the

phased array. If the distance is too large, the attenuation effect of acoustic waves reduces the feedback intensity.
In contrast, if the distance is too short, the directivity of the transducers limits their capability to generate
full-powered haptic feedback. To address this issue, we simulated the spatial distribution of pressure generated at
varying distances between the array and the focal point for the selected array shape (See Section 4.2.3). Based on
the simulation results, we identified an effective range and proposed an algorithm and system that effectively
delivers UMH feedback across the entire hand while maintaining this distance range.
The final challenge is the lack of knowledge on the perceptible intensity of UMH for the fingers. Prior UMH

perception studies targeting the hand have been limited to the palm [19, 85, 94]. Although Pan et al. [65]
investigated UMH perception focusing on the fingertip, they employed a commercial ultrasonic array. Further
research is required to explore both perception and array design for wearable UMH targeting the fingertips.
Therefore, we carried out a perception study targeting the fingers using UMH (See Section 5) and implemented a
finger-level wearable UMH interface and system based on these results.

3.1 Hardware
Ultraboard consists of two main components: a transducer array for generating haptic feedback and a servo
motor for manipulating the array platform. To identify an array capable of generating a focal point with sufficient
intensity and size while minimizing weight and size, we utilized acoustic pressure simulations (Section 4).
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The simulation results confirmed that a rectangular transducer array consisting of 10 horizontal by 6 vertical
transducers is the effective shape and size, effectively delivering perceivable tactile feedback to fingertips. We
employed ultrasonic transducers (MA40S4S, MURATA), where the transducer’s angular dispersion is 80◦. To
ensure all transducers in a row contribute to generating the focal point at maximum intensity, we set the minimum
focal length (the distance between the focal point and the transducer array) to 120 mm (= 100

tan 40 ), as shown in
Figure 5.
We developed three custom PCB boards as shown in Figure 3, including a transducer board for mounting

transducers, an interface board for transmitting signals from two microcontroller units (MCUs) to the servo
motor and transducer, and an Ultraino driver board [54] with a replaced IC gate.
We mounted the transducers on a transducer board, which is fixed to the transducer array socket. Then, we

connected these transducers to a wrist-mounted interface board, which is ultimately linked to the modified
Ultraino driver board via a flat ribbon cable. Ultraino driver board controls 64 channels with a rectangular wave
at 𝜋/5 phase resolution, allowing individual transducer control with a 2.5 𝜇s time resolution. To generate higher
intensity ultrasound, we modified the IC gate (IXDN602SIA, Littelfuse Inc.) to operate in a wider voltage range.
Instead of the original Ultrino driver board’s 17 Vpp amplification, the signal is amplified to 35 Vpp, powered
by an external supply. This modified Ultraino driver board is connected to an Arduino Mega loaded with the
Ultraino DriverMega firmware. We attached an Arduino Micro to an interface board on the wrist, which controls
a servo motor (HS-7115TH, Hitec) based on the haptic rendering algorithm that moves the array according to the
positional relationship between the fingers and the transducer array. Since the servo motor operates within a
range of 0∼150◦, we mounted it at an angle of 45◦ relative to the arm, rather than parallel, to accommodate a
wider wrist movement range (Figure 2).

We chose the motor with 39 N/cm torque capable of manipulating a 325 g transducer array. At maximum
speed, it takes about 270 ms to travel from one end position to the other. Arduino Mega and Arduino Micro
communicate with the PC via a serial connection. They receive control signals generated by the PC based on
interaction data from an Oculus Quest 3 (connected through Oculus Link) and positional data from OptiTrack. In
other words, the control signals are calculated using a haptic rendering algorithm in the PC and then transmitted
to the servo motor and transducers.
We 3D-printed polylactic acid (PLA) based sockets that contain the transducer array and the PCB with the

Arduino Micro. The transducer array socket weighs 120 g, and the socket containing the Arduino Micro-mounted
PCB weighs 175 g. Including both sockets and the strap, the total wearable parts of the prototype weigh 295 g.
We excluded the weights of the Arduino Mega and Ultraino driver board, as they will be optimized in future
product development stages. Section 8 discusses methods for miniaturization and optimization.
We measured the power consumption of the entire device, including the transducer array and servo motor.

For the transducer array, the subsequent perception study indicated that a minimum driving voltage of 16V is
required to generate perceptible feedback. Under these conditions, the power consumption is 1.94W in the active
state and 0.16W in standby. From our user study (Section 6), the average typing speed was 12.462 WPM with a
Key Press Duration of 160 ms. Based on these results, the transducers remain active for approximately 160 ms
per second. This corresponds to an estimated power consumption of 0.44 Wh. For the servo motor, assuming
a 30% active state ratio based on a user study, the power consumption was calculated as 0.23 Wh. The total
power consumption of 0.67 Wh accounts for 1.87 % of the 35.9 Wh Apple Vision Pro battery [2] and 3.45 % of the
19.44 Wh Oculus Quest 3 battery [56]. This indicates that in a typical typing scenario, both cases allow for more
than 24 hours of usage, assuming that only Ultraboard is operated.
The haptic interface is attached to the wrist using a strap and is designed as a rotating wrist mount type

compatible with action cameras. Therefore, this design allows rotation along three axes to accommodate different
users (Figure 2). We designed our prototype to avoid placing bulky equipment on the hand where we positioned
the prototype on the inner wrist to prevent hand-tracking occlusion issues. Moreover, we employed a servo motor
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Fig. 4. Ultraboard haptic rendering pipeline and system overview. We employed HMD and OptiTrack to accurately track
hands and a transducer array to support mid-air haptic rendering for VR typing.

to make the prototype available only when needed by activating the servo motor to place the transducer array in
position. In this way, we minimized the interference with natural hand movement in our proposed wearable
haptic interface.

3.2 Haptic Rendering Algorithm and Pipeline
To enable high degrees of freedom in hand-based interactions within VR environments, the array’s position should
be adjustable according to the hand’s location in real-time, regardless of hand movement or wrist orientation. This
adjustment ensures that the array is directed toward the focal point while maintaining a consistent focal length.
To accomplish this, we developed a haptic rendering algorithm that controls servo motors based on real-time
position data of the hand and array, enabling consistent UMH experiences (Appendix Appendix A). Figure 4
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provides an overview of the haptic rendering pipeline. Real-time coordinates for each fingertip, hand, and the
four vertices of the array are acquired using OptiTrack (NaturalPoint, Inc. [61]), while the HMD’s hand-tracking
feature detects interactions with virtual objects in the VR environment. When hand interaction begins, the haptic
interface rendering algorithm is activated, initializing the servo motors to 120◦ to position the transducer array
in its default orientation.

The servo motor control part of the haptic rendering algorithm operates in two main phases. In the first phase,
the system uses OptiTrack data to assess the spatial relationship between the array and the fingertips of each
frame. For each fingertip position 𝑃thumb through 𝑃pinky, each vector ®𝑉thumb through ®𝑉pinky is calculated, which is
perpendicular to an imaginary line extending from the transducer array’s center and parallel to its upper edge.
The angle is then computed by taking the dot product between each ®𝑉 and the array’s normal vector ®𝑁 . This
angle refers to the ‘Finger-Array Angle’ shown in Figure 4. The array is then rotated so that the fingertip with
the largest angle is positioned within its spatial volume. When the fingertip with the largest angle is outside the
array’s spatial volume, the servo motor adjusts the array position until it is within this volume. The second phase
begins once the fingertips are inside the array’s spatial volume. The system calculates the distance between each
fingertip and the array,rotating the array to ensure that the minimum distance between the fingers and the array
remains within the specified range (120 mm to 180 mm). This range was determined based on the directivity
of the transducers (Section 3.1) and simulation results (Section 4). This process repeats continuously during
operation, maintaining the position of the transducer array to ensure the delivery of consistently perceivable and
effective feedback intensity.

4 TECHNICAL EXPERIMENT ON ULTRASONIC MID-AIR HAPTICS
In this section, we explore the spatial distribution to determine whether ultrasonic mid-air haptics are suitable
for providing feedback to the fingers, while also investigating the appropriate shape and size of the transducer
array and determining the effective focal length for the selected array.First, we present the technical principles of
UMH. Then, we propose interface design guidelines suitable for finger-level wearable UMH based on simulations.

4.1 Ultrasonic Phased Array Operating Principle
To calculate the acoustic pressure field in three-dimensional space, we used the linear acoustics model, which is
the basic model used to describe the propagation of sound waves. It is based on modeling theory widely used
in the field of ultrasonic imaging and is very simple and accurate because it does not take into account the
non-linear properties of acoustics [13]. In an array of multiple ultrasonic transducers, the superposition of the
spherical waves emitted by each source transducer is described by Huygens’ principle of the superposition [12, 54].
Therefore, the intensity of the acoustic pressure at a particular point (x,y,z) is the sum of the acoustic pressures at
each transducer. The acoustic pressure at each transducer is as follows :

𝑃 (𝑟 ) = 𝑃0𝐴
𝐷 𝑓 (𝜃 )
𝑑

𝑒𝑖 (𝜑+𝑘𝑑 ) (1)

As depicted in the figure 5, 𝑃0 represents the constant for the amplitude power of the transducer. A indicates
the peak-to-peak amplitude of the driving signal. 𝐷 𝑓 refers to the far-field directivity function and 𝜑 is initial
phase. The term k denotes the wave number, while d stands for the distance between the transducer and focal
point, meaning the propagation distance [12, 54]. Equation 1 is mainly composed of a directivity function, which
describes how the intensity of the energy radiated in space changes with direction, and a phase delay, which takes
into account the distance between each transducer and the focal point. Considering the mechanical aspects of
the transducer, for a flat circular piston source (transducer), the directivity function for modeling the distribution
of pressure is 𝐷 𝑓 = 2𝐽1 (𝑘𝑎 sin𝜃 )/𝑘𝑎 sin𝜃 . 𝐽1 is a first-order Bessel function of the first kind and 𝜃 represents
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Fig. 5. Ultrasonic mid-air haptic operating principle. (a) Each graph illustrates an example of a transducer driving signal
with a duty cycle of 50 % and a driving voltage of 30V. The upper graph represents the initial phase, while the lower graph
shows a phase delay of 0.25𝜋 . (b) 3D View of the acoustic pressure field. It represents the parameters for calculating acoustic
pressure. (c) Front view of the acoustic pressure field. It represents the minimum focal length at which all transducers in a
row can contribute to generating the focal point, taking into account the directivity of each transducer.

Fig. 6. Simulated spatial distribution cross-section of acoustic pressure at y = 0 mm and z = 120 mm (Left). Simulation of the
focal region corresponding to 70% of the maximum acoustic pressure intensity and the phase delay per transducer (Center).
Simulation of the XY cross-sections at z = 150 mm, 120 mm, 90 mm (Right).

the angle between the transducer’s normal vector and the line connecting the transducer to the target point. 𝑎
denotes the radius of the transducer [13].
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Also, previous UMH researches have demonstrated that direct acoustic radiation pressure at the focal point is
the primary source of haptic feedback, with little consideration of acoustic effects from reflections [33]. This
suggests that the energy density of reflected ultrasound is relatively low and negligible. Therefore, we infer that
the multi-path effect does not significantly affect the performance of our wearable form factor system.

4.2 Simulation for UltraBoard Phased Array Design
Drinkwater et al. demonstrated that acoustic pressure simulations based on a linear acoustic model show a
deviation of less than 20 % compared to actual measurements [12]. Therefore, in this section, we simulated
acoustic radiation pressure to explore the effective phased array configuration. Figure 6 presents an example
simulation result illustrating the 3D distribution of acoustic radiation pressure generated by the phased array.
Center shows the iso-contour at 70% maximum of the focal region calculated when the position of the focal point
is set to (0,0,12). The transducers are located at z=0, and each color represents the phase delay of the corresponding
transducer. (a) and (b) shows the cross-section at z = 120 mm and y = 0 mm respectively. Additionally, (c), (d), and
(e) show the XY cross-sections at z = 150 mm, 120 mm, 90 mm, respectively. First, we compared simulation results
for different phased array shapes to determine the effective shape. Next, we compared the results based on the
phased array’s size to identify the effective size. Subsequently, we evaluated the acoustic pressure generated at
various focal lengths to determine the maximum focal length and define the range of focal lengths that should

Fig. 7. Simulated intensities and spatial distribution cross-sections of acoustic pressure at z = 120 mm and phase delay per
transducer for three phased array shapes (a) Circular Array (b) Rectangular Array (c) Hemispherical Array, with the focal
point set at the center and at the edge.

Proc. ACM Interact. Mob. Wearable Ubiquitous Technol., Vol. 9, No. 2, Article 44. Publication date: June 2025.



44:12 • Park et al.

be maintained in our system. Finally, we compared the simulated and measured pressure intensities to verify
whether the feedback generated at the edges is suitable for finger-level haptic feedback.

4.2.1 Simulation for phased array shape. We compared simulation results for three different shapes to identify a
suitable phased array shape: circular, rectangular, and hemispherical. To account for usability and hand width
(average adult male hand width of 104 mm [87]), the phased array’s width was set to approximately 10 mm. The
number of transducers in each array was standardized to 40 in the simulation for shape. Figure 7 showed that
when the focal point was positioned at the center of the array, the circular and rectangular arrays produced
similar intensities at the center. However, the rectangular array generated stronger acoustic pressure at the edges.

Fig. 8. Simulated spatial distribution cross-sections of acoustic pressure at z = 120 mm and phase delay per transducer for
three phased array sizes (a) 10×2 (b) 10×4 (c) 10×6 (the number of transducers), with the focal point set at the center and at
the edge. The green lines indicate 50% of the maximum intensity.
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While the hemispherical array produced about 7.1 % stronger acoustic pressure compared to the rectangular
array, its volume increased by approximately 80 %. Considering both comfort and wearability, as well as the
need to minimize interference with the user’s movements, we ultimately selected the rectangular array, which
balances performance and compactness.

4.2.2 Simulation for phased array size. Then, we compared the focal regions generated by three different array
configurations: 2×10, 4×10, 6×10 with the focal point positioned at the center (0,0) and the edge (-40,20) at
z = 120 mm. Figure 8 shows simulation results of the focal point generated by each phased array, with the green
line (focal region boundary) covered area illustrating 50% of the maximum intensity. For the (a) 2×10 and (b) 4×10
arrays, the focal points are not small enough (60 mm and 40 mm respectively) to provide feedback to the fingertip.
A large array of transducers and a short focal length are required to produce a small focal point, and the pressure
tends to increase as the number of transducers increases [12]. To enhance interaction performance by providing
tactile sensation, it is necessary to provide as strong a tactile sensation as possible and generate a compact focal
point that does not exceed the area of a finger. Therefore, we chose a 6×10 phased array design that offers the
most compact focal point and strongest intensity.

4.2.3 Simulation for focal length. In this section, we conducted simulations to determine the appropriate range
of focal length for generating finger-level haptic feedback (Figure 15 in Appendix Appendix B). Based on the
results from previous simulations, we simulated with a rectangular array consisting of 60 transducers. As the
focal length increases, the acoustic radiation pressure attenuates, resulting in a weaker intensity. When the focal
length reaches 200 mm and the focal point is positioned at the edge of the phased array, the maximum intensity
of the main lobe is 248.8 Pa, while the maximum intensity of the side lobe is 183.6 Pa, corresponding to 74 %
of the main lobe. This causes the feedback to be perceived not as a single point on the finger but as a broader
area across multiple fingers. From these results, we set the focal length range with a maximum of 180 mm and a
minimum of 120 mm, determined by the mechanical properties of the transducers (Section 3.1). To maintain the
focal length within this range, we developed an algorithm that dynamically rotates the phased array.

4.2.4 Center vs. Off-Center. In order to provide adequate feedback to various parts of the user’s hand, the phased
array must be able to provide feedback above a threshold that is perceived by the user, not only at the center of
the phased array but also at the edges. To demonstrate this, a total of 6 points were selected as focal points at
a focal length of 120 mm, including the center and edge, due to the symmetry of the phased array shape. We
measured the acoustic radiation pressure at these points at maximum voltage (30 V). Figure 9 shows a system

Fig. 9. Experimental setup for acoustic radiation pressure measurements.
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Fig. 10. For a hlphased array size of 10×6, simulations were conducted for the spatial distribution cross-section of acoustic
pressure at z = 120 mm with focal points (x, y, z) set at various locations (a∼f). The results show the ratio to the maximum
acoustic pressure intensity and the actual measured values.

overview of the measurement of the acoustic pressure. As shown on the left side of the figure, the phased array is
fixed on the floor facing upward, and the electret condenser microphone is mounted on a 3D stage to measure
the actual intensity of the generated acoustic radiation pressure. The aperture of the microphone is 4 mm.
The transducer driving signal generated by calculating the phase delay of each transducer on the PC is

transmitted to the MCU and driver board via serial communication. For signal amplification, an operational
amplifier (op-amp) circuit was connected to the microphone, and the acoustic radiation pressure output was
observed through the FFT function of the oscilloscope.

Figure 10 shows the simulation results and measured values at each point.: a) 133.67dB SPL, b) 135.55dB SPL,
c) 136.03dB SPL, d) 134.54dB SPL, e) 135.64dB SPL, and f) 136.10dB SPL. Since the sound pressure level is given by
𝐿 = 20× log10

(
𝑃1
𝑃2

)
, the trend in intensity differences at each point matches between the actual measurements and

the simulation results (e.g., a/f : simulation 0.805, measurement 0.794). As in the simulation, the acoustic pressure
is generated weakest at the point most distant from the center of the phased array. Therefore, we conducted a
subsequent perception study to identify the minimum perceivable intensity on the fingers and verified that the
measured value at the phased array’s edge exceeds this minimum intensity.

5 PILOT STUDY: PERCEPTION STUDY
As demonstrated in the previous section, research on the perception of UMH has primarily focused on the palm.
To investigate the perception of UMH on the fingers, we conducted an experiment to examine how individuals’
perception changes based on key parameters of UMH: modulation frequency, feedback duration, and location.
By comparing the experiment results with the measurements from Section 4.2.4, we identified the minimum
intensity threshold required to deliver perceivable feedback across all areas of the hand using the Ultraboard.

5.1 Study Parameters
5.1.1 Modulation Frequency. The glabrous skin, including the palm and fingertips, contains a variety ofmechanore-
ceptors such as Merkel cells, Meissner’s corpuscles, and Pacinian corpuscles. Humans detect various tactile
sensations such as touch, pressure, and vibration through these mechanoreceptors. The distribution density
of mechanoreceptors has a strong influence on tactile sensitivity, and Pacinian corpuscles play a large role in
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vibration detection (~250 Hz) in the hand [41]. Humans are most sensitive to vibrations in the range of 150∼250 Hz
on the fingers and palm [72]. If UMH is generated using lateral modulation [85], feedback with a modulation
frequency of approximately 50∼200 Hz can be detected in the glabrous skin. Also, the sensitivity threshold gets
smaller as the frequency increases within this range [30, 85]. To confirm that this tendency is also seen in the
fingertip, a perception study was conducted for two modulation frequencies: 50 Hz and 200 Hz.

5.1.2 Feedback Location. Estimates of Pacinian corpuscles decrease with distance from the center of the body [11],
which aligns with the fact that the center of the palm is more sensitive to UMH than the fingertips [82]. Kalantari
et al. found that the index and middle fingers are sensitive to ultrasonic vibration, while the pinky finger is the
most insensitive [42]. This is because the index and middle fingers have a high density of mechanoreceptors [41].
Therefore, to determine the minimum intensity of UMH feedback across the entire hand, including the fingers,
we conducted a perception study focusing on the minimum intensity thresholds for the middle and pinky fingers.

5.1.3 Feedback Duration. Previous studies indicate that UMH feedback durations under 50 ms are challenging
for individuals to perceive UMH feedback [71], while a duration of 200 ms is considered most suitable for brief
interactions such as button clicks [64]. Wilson et al. compared durations of 100 ms and 1000 ms, finding that
longer durations allowed users to more accurately localize the stimulus [94]. Rümelin et al. tested durations
of 50 ms and 130 ms, finding no significant difference in perception between the two, both being adequate for
brief feedback [71]. Accordingly, we set the feedback durations to 100 ms for relatively short feedback within a
perceivable range and 500 ms for sufficiently long feedback in our experiment.

5.2 Setup
Figure 11 (b) illustrates the setup for our perception study where the phased array was positioned at the
microphone location in Figure 9 facing the floor. The hand was placed on the floor with the palm facing upwards
to minimize arm fatigue and maintain a constant focal length during the experiment.

The perception study was conducted with 25 participants (15 females, 10 males. Age of 21 to 31. SD=3.08). All
participants were right-handed and experimented with their left hand. All but two participants had no previous
experience with UMH. The experiment took approximately 2 hours, including a break between each session, and
participants were paid $20 for their participation.
Participants sat in front of the experimental setup and were given a brief description of the experiment and

instructions. The thickness of the user’s finger was measured, and the position of the phased array was adjusted
before the start of each session to maintain a focal length of 120 mm for all users. Training sessions were then
conducted as many times as the participant desired until they were comfortable and familiar with the UMH.
Participants wore headsets with white noise playing to minimize auditory cues. We displayed only the instructions
on the experimenter’s screen to minimize visual distractions and focus on the haptic feedback. In this minimized
distraction environment, participants focused solely on the sensation of their fingertips and responded to whether
they felt the feedback or not.
The experiment was designed as a within-subject study. The study consisted of a total of 8 sessions, corre-

sponding to the two levels of each of the three independent variables. To minimize user fatigue, the session
order alternated between the two locations and was randomized across participants to avoid bias. Each session
was conducted using a modified two-down/one-up double staircase method [48]. In the adaptive procedure, the
ascending staircase and descending staircase were conducted simultaneously and counterbalanced in order to
prevent participants from making predictions. The ascending staircase started at 7 V and the descending staircase
started at 31 V. The intensity of the UMH generated was controlled by manipulating the input voltage manually.
In each staircase, the step size before the three reversals is 3 V, and the step size afterward is half of 1.5 V. The
average of the last 6 reversal point values was used to estimate the resulting threshold. (Fig 11 (a))
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5.3 Results
A 3-way ANOVA and post-hoc comparison showed that there was no significant difference based on feedback
location. However, feedback duration had a statistically significant effect on the perceivable minimum intensity
threshold. Feedback with a duration of 500 ms showed a significantly lower perceptible threshold compared to 100
ms feedback. (𝑝 < 0.001) Modulation Frequency also showed a significant increase for 50 Hz over 200 Hz, except
for the feedback duration of 100 ms. (𝑝 < 0.05) The experimental results are consistent with previous findings,
showing that longer feedback durations and frequencies between 150∼250 Hz are easier to perceive. Although
feedback location did not show statistical significance, we designed Ultraboard to provide UMH feedback to
all ten fingertips because they have similar thresholds regardless of the sensitivity of each finger as shown in
Figure 11 (c)). In addition, we set the modulation frequency of UMH to 200 Hz for interactions with Ultraboard, as

Fig. 11. Result and setup of the perception study. (a) An exemplary result of the adaptive procedure from one of the
participants. (b) The experimental setup of the perception study. (c) Minimum perceivable acoustic radiation pressure
intensity threshold for types of UMH by parameters. *, ** denotes significance level of 𝑝<.05, 𝑝<.001. Error bars denote 95%
confidence intervals.
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Fig. 12. User study setup. (a) Visualization of the position data of the fingers, palm, and vertex of the phased array obtained
via OptiTrack, along with the phased array. Transducers with the same phase delay are assigned identical arbitrary colors.
(b) A virtual environment scene showing a virtual keyboard and virtual hands during the user study. (c) The real scene of the
experimental setup with a participant. OptiTrack markers are attached to the fingertips, the back of the hand, and the four
corners of the phased array.

it has a relatively lower threshold. Additionally considering the experimental results depending on the feedback
duration, we implemented interactions using feedback with an intensity greater than the minimum threshold
intensity for each duration. And these results can be used as design guidelines for UMH feedback parameters
targeting the fingers.

6 USER STUDY
In this user study, we investigated the impact of Ultraboard on both objective and subjective performance compared
to conventional VR typing, only providing visual feedback. To assess common and essential interactions, we
selected a VR typing scenario. For objective measures, we evaluated typing speed, key-press duration, inter-key
intervals, and error rate. In addition, we measured the time taken to correct a typo to assess the performance
using haptic feedback enabled by Ultraboard. For subjective evaluation, we examined user experience feedback
related to typing. Through this study, we observed the effectiveness of Ultraboard in typing scenes and identified
its potential for further development as a versatile and general-purpose haptic feedback interaction.

6.1 Setup
We recruited 24 participants (12 females, 12 males. Age of 22 to 34. SD = 3.14). All participants were newly
recruited to avoid overlap with those in the Perception Study (Section 5.2), and they had no issues wearing the
prototype and HMD or perceiving tactile sensations. Except for two participants who regularly used VR for
typing and three who had some prior experience, the remaining 19 participants had no experience typing in VR.
Additionally, all but one participant had never experienced UMH.

In this study, participants were asked to transcribe phrases displayed in front of them as quickly and accurately
as possible using a virtual keyboard and virtual hand (Figure 12). We designed a virtual QWERTY keyboard with
26 alphabet keys and 3 control keys (space, backspace, enter). To prevent the keyboard UI from affecting the
results, the design is based on Meta’s Virtual Keyboard [55], which users can commonly use in commercial VR
systems. The total keyboard area is 1516 px × 700 px. Each alphabet key is 115 px × 115 px square and separated
by 20 px. The widths of the spacebar, enter key, and backspace key were set to 5 times, 1.5 times, and the same
width as an alphabet key, respectively. Before each experiment, participants were allowed to adjust the keyboard’s
position to their comfort, just like in usual VR applications.
To examine the effect of Ultraboard’s haptic feedback, we conducted a within-subject study across three

conditions: only visual feedback (V), only haptic feedback (H), and both visual and haptic feedback (VH). The
‘V’ condition served as the baseline, where the color of the pressed key changed to red during typing. In the
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‘H’ condition, no visual change occurred, but haptic feedback was provided to the fingertip pressing the key.
Lastly, in the ‘VH’ condition, the key color changed while haptic feedback was also delivered to the pressing
fingertip. Additionally, we introduced a novel typo-correction interaction for VR typing. Here, we provided brief
and rapid UMH feedback (200 Hz, 200 ms) to the right palm when a typo occurs. This quick and intense feedback
is well-suited for typo alerts as it elicits an immediate and strong sensory response [60]. This feedback was
provided in the ‘H’ and ‘VH’ conditions. For all conditions, the entered text appeared below the target phrase.

The order of conditions was counterbalanced across participants. Each condition involved the transcription of
10 unique phrases, with an additional 5 phrases used for practice before each condition. Phrases were randomly
selected from the MacKenzie phrase set [52] without repetition across conditions. The entire experiment took
approximately 2 hours per participant, and the participants wore noise-canceling headphones to block any
auditory cues.

6.2 Procedure
After completing the consent form and receiving brief instructions, participants completed a short survey about
their prior VR typing and UMH experiences before beginning the experiment. Participants then put on the
prototype, HMD, and headphones. We asked participants to wear the armband as tightly as possible to prevent
unintentional axial rotation caused by user movements. Prior to each condition test, they typed five practice
phrases to familiarize themselves with the feedback, initiating the test by pressing the enter key once training
was complete. After each phrase, participants pressed enter to proceed to the next one. Once all 10 phrases were
transcribed, the condition test concluded, and participants provided subjective ratings on their typing experience.
Participants took 5-minute breaks between each condition to relieve arm and hand fatigue. After completing all
condition tests, participants provided feedback on their experience with the prototype and the typing task.

6.3 Results
6.3.1 Quantitative Results. A repeated measures ANOVA and a pairwise Tukey test were conducted across
the three conditions (V, H, VH). Consistent with previous research that haptic feedback does not affect typing
speed [25, 26], the presence of haptic feedback alone did not have a significant effect on typing speed (WPM)
between the ‘V’ and ‘VH’ conditions. Dube et al. provided mid-air haptic feedback for keyboard presses and
reported that, unlike previous research and our user study results, feedback influenced typing speed [14]. We
speculate that this discrepancy is due to differences in feedback intensity resulting from variations in form factor
size. In their study, haptic feedback was generated using the Ultrahaptics STRATOS Explore [88], consisting
of 256 ultrasonic transducers, whereas we minimized the phased array size to accommodate a wearable form
factor. However, a statistically significant difference in speed was observed between the ‘H’ and ‘VH’ conditions,
suggesting that visual feedback, rather than tactile sensation, primarily influences typing speed (𝑝 < .05) in VR
typing. Specifically, we performed a Friedman test to examine differences in Inter-Key Interval (IKI) and Key
Press Duration (KPD) among the three conditions. However, the results did not show statistically significant
differences. We also performed a Friedman test and post-hoc comparison to assess the impact of the typo-
correction interaction which creates haptic feedback on the palm upon typo detection. Here, we observed a
significant difference between the ‘V’ and ‘VH’ conditions (𝑝 < .05). This indicates a significant impact on user
experience from the typo-correction interaction enabled by Ultraboard.
Similarly, a Friedman test was conducted to examine the effect of haptic feedback on error rates across the

three conditions. The presence of haptic feedback did not have a statistically significant impact on error rates
(Total error rate and uncorrected error rate). We assume that this is because the accuracy of hand tracking and
the stability of hand visualization within the HMD primarily influence typing accuracy, while haptic feedback
has little impact on typing precision.
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Fig. 13. User study results include (a) NASA-TLX rating for each condition, (b) typing speed, (c) time taken for typo correction,
(d) total error rate, (e) system usability score for each condition, and (f) feedback preference survey results. Error bars denote
95% confidence intervals. * denotes significance level of 𝑝<.05.

After each condition test, we asked participants 16 questions related to usability and workload to obtain
subjective ratings (6 NASA-TLX questions [28], 10 System Usability Scale questions [62]). At the end of the
experiment, a post-interview was conducted to gather qualitative feedback from participants.

6.3.2 Qualitative Results. We conducted a One-way ANOVA to assess the impact of each condition on cognitive
and physical task load. No statistically significant differences were observed between conditions for mental,
physical, or temporal demand, as well as for effort. However, Tukey’s post-hoc test indicated significant differences
between the ‘V’ and ‘VH’ conditions for confidence and frustration (𝑝 = 0.009 < 0.05, 𝑝 = 0.029 < 0.025, respectively),
as depicted in Figure 13 (a). We assume that the significant improvement in confidence and frustration with the
addition of haptic feedback is due to the clear completion cue it provides for each key press. In contrast, the lack
of improvement in demand and effort appears to reflect a trade-off between the benefits of feedback and the
additional effort and fatigue from wearing the equipment.

To evaluate usability across each condition, we conducted a One-way ANOVA and Tukey test on the System
Usability Scale (SUS) scores. Statistically significant differences were found between the ‘H’ and ‘VH’ conditions
(𝑝 = .006 < 0.05) and between the ‘V’ and ‘VH’ conditions (𝑝 = .028 < 0.05), as depicted in Figure 13 (e). These
results indicate that both visual and haptic feedback contributes to user experience, and usability is enhanced
when both types of feedback are provided together.

In the short interview conducted after the experiment, 17 participants (65%) indicated a preference for the
‘VH’ feedback among the three feedback types, while 4 participants (20%) preferred ‘V’, and 3 participants (15%)
preferred ‘H’. Participants cited the weight of the interface and the artificial tactile sensation, which differs from
actual typing, as reasons for their preferences. Although participants noted that the presence of haptic feedback
helped confirm typing completion and enhanced a sense of immersion, the weight-induced fatigue appeared to
influence preference differences. Conversely, when asked about the least preferred feedback, 11 participants (55%)
selected ‘H’, and 13 participants (45%) selected ‘V’, with no participants selecting ‘VH’ as the least preferred.
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Furthermore, we conducted a 7-point Likert scale survey in a short interview to assess comfort both with and
without the device. The mean comfort rating was 3.25 for Bare hands and 3.9 for Ultraboard, while the difference
was not statistically significant. It is noteworthy that there was no statistically significant decrease in the scores.
Additionally, when asked, "Would you be willing to use Ultraboard despite the additional weight burden?" 70 %
of participants responded that they would be willing to use the device. Feedback such as "The feedback provided
to individual fingers during typing was beneficial from a perceptual perspective," along with improved scores in
the confidence and frustration categories of the NASA-TLX results, suggests that Ultraboard effectively reduced
visual load. Despite the need to wear additional equipment, these findings indicate a high level of user preference.
We can infer that the user fatigue and comfort associated with the additional weight burden of Ultraboard remain
within an acceptable range.

7 USE CASE SCENARIO

Fig. 14. Use case scenarios include (a) alert, (b) hovering without visual focus, (c) button click feedback, (d) directional
information, and (e) feedback for large objects without workspace limits.

Ultraboard provides UMH feedback with sufficient intensity and precision to effectively target the fingertips,
making it well-suited for applications where fingers are the primary interaction tool. While VR typing was
selected as a fundamental VR interaction for the user study, Ultraboard’s ability to deliver consistent feedback
without being constrained by hand movement or location broadens its applicability across diverse use cases.
Ultraboard can be utilized in a wide range of VR applications, and we propose use cases such as eyes-free alerts,
button interactions, hovering, navigating, and sculpting. (Figure 14)

Eyes-free Alerts In current VR systems, alerts are typically provided to users through visual cues within the
HMD display or by utilizing vibrations in the controller. However, these solutions disrupt user immersion due to
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visual distractions or require a user to constantly hold the controller [10]. On the other hand, Ultraboard delivers
alerts outside the HMD’s field of view, regardless of the user’s posture.
Button Interactions Button interactions, a type of VR typing tested in our user study, are essential in

VR environments. Current VR systems rely on simple visual cues for button input, but Ultraboard enables the
simulation of button stiffness and provides tactile sensations [38, 53]. Accordingly, Ultraboard delivers multimodal
sensations that allow buttons to be perceived in various forms by adjusting UMH intensity and parameters
according to user preferences. Its ability to provide consistent feedback regardless of button location makes
Ultraboard well-suited for button interaction in VR.

Hovering In VR environments, interacting with specific UI elements or grasping virtual objects requires users
to visually confirm the location and move their hands accurately. It often leads to unnecessary head movements,
causing eye and neck strain. For frequently used objects, such as directional keys or controllers, providing a
tactile sensation to the fingers or palm when the hand reaches the correct position allows users to interact with
the objects without disrupting their focus.

Navigating UMH can represent not only static focal points but also multi-focal points and dynamic strokes by
shifting focal points, enabling the expression of various shapes and movements [50]. Therefore, Ultraboard can
be utilized in navigation tasks to provide directional guidance along a path. Furthermore, Ultraboard supports a
large workspace and flexible wrist movement, enabling users to receive directional information while moving
their arm and hand naturally.

Sculpting Previous research on haptic devices has explored combining haptic and visual feedback in VR envi-
ronments [86]. However, these devices restrict user movement or are limited by their size, making it challenging
to handle large workspace volumes and interact with large virtual objects. In contrast, Ultraboard is a wearable
phased array that can be repositioned in real time to the ideal location, allowing it to provide consistent haptic
feedback regardless of user movement or position. This capability makes Ultraboard suitable for interactions
involving large objects, such as sculpting.

8 DISCUSSION
Ultraboard offers the following advantages. First, theminimized prototype, compared to traditional UMH interfaces
that occupy relatively large spaces, enhances usability and applicability. Second, Ultraboard can operate as a
mid-air wearable device without spatial constraints like user movement. Third, an algorithm for repositioning
the phased array enables always-available perceptible feedback across the entire hand. Lastly, the use of UMH
technology brings dynamic and active feedback rather than passive feedback. Therefore, Ultraboard promotes
always-available and effective interactions compared to using rotatable physical keyboards, which are limited to
providing only passive feedback. Moreover, the approach of simply using a rotatable physical keyboard not only
requires additional force to support key presses but also has the limitation that the feedback area is constrained
by the size of the keyboard.

There also exist limitations. Despite minimizing the phased array, the current prototype weighed 295 g, which
may cause fatigue during prolonged use. Since the phased array rotates along only a single axis, accommodating
complex multi-axis hand movements is not currently supported. Also, excessive device movements during use
may cause the device to rotate, preventing the phased array from properly orienting toward the hand.
In this section, we first present the typing interaction guidelines and the insights gained during the design

and implementation of our proposed wearable UMH interface. Then, we propose interface guidelines for finger-
specific UMH based on a detailed analysis of the experimental results. Lastly, we outline directions for future
work to address the limitations mentioned earlier.
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8.1 Design Guidelines for wearable Mid-air Haptic Interface-based VR Typing
8.1.1 Guidelines for Mid-air Haptic Interactions. Finger-level haptic feedback for VR typing As shown in
Figure 13, there was no statistically significant difference in the key-press intervals and WPM between the ‘V’
condition and the ‘VH’ condition. However, as shown in Section 6.3.2, the results of the NASA-TLX showed
statistically significant improvements in Performance and Frustration when combining visual feedback with
haptic feedback. This finding aligns with the SUS questions and qualitative feedback results, as the SUS confidence-
related question, “How well do you think you performed the task?" showed an improvement from 2.952 to 3.318 in
the average score when combining visual with haptic feedback, an increase of approximately 12.40%. Additionally,
post-interview feedback showed that 15 out of 24 participants responded positively, stating that “Although it
didn’t feel exactly like pressing a real keyboard, the feedback on each finger was helpful for typing.”. These insights
confirm that haptic feedback on each finger during typing contributed to a positive typing experience.
Typo-correction interaction for typing assistanceMoreover, the time taken to correct typos showed a

significant reduction, decreasing from an average of 1.536 seconds to 1.137 seconds (approximately a 25.98%
decrease) with the proposed haptic feedback on the palm. Four participants also noted that tactile feedback was
convenient in alerting them to typing errors. This suggests that the novel haptic feedback-based interaction
using a wearable haptic interface can enhance the typing experience during VR typing. For instance, in the
post-interview feedback, a participant mentioned that “Without the tactile sensation, it was difficult to type because
I had to visually check if my hand was in the correct key position.”. To address this issue, novel interactions can be
utilized, such as the hovering scenario introduced in the Use Case Scenario (Figure 14). Specifically, the system
delivers a distinct tactile sensation when the hands are correctly positioned above the virtual keyboard, similar to
the tactile markers on the ‘F’ and ‘J’ keys of a physical keyboard [26]. Another option is to provide feedback to
the specific finger positioned over the next key to press, potentially improving the overall VR typing experience.

Need for additional input method As shown in Figure 13, haptic feedback did not affect the total error rate.
To investigate the contributors of errors further, we conducted an in-depth analysis. The average Corrected Error
Rate (CER) for each condition (V, H, and VH) was 10.77%, 9.835%, and 8.496%, respectively, with no statistically
significant differences between conditions. Similarly, the Uncorrected Error Rate (UER) for each condition was
1.472%, 3.926%, and 0.356%, showing no statistical significance. Thus, these results indicate that haptic feedback
does not influence typing errors. However, in the post-interview results, 8 participants identified unintended
input as a primary contributor to distraction and interruption during typing, especially due to the keyboard
mechanism that triggers input upon touch. These findings suggest that factors such as the accuracy and stability
of hand visualization, as well as the input method and keyboard mechanism, impact error rates more significantly
than haptic feedback alone in VR typing. This highlights the need for an augmented input method beyond simple
collision detection-based keyboards, as a conventional virtual keyboard with haptic feedback is insufficient to
reduce error rates. Therefore, we expect integrating gesture typing [17] or using a self-correction simulator [15]
could enhance the user’s typing performance.

8.1.2 Guidelines for Finger-level Wearable Haptic Interface. Perceptible minimum intensity of UMH on the
fingers Through measurement, simulation, and perception studies, we identified the minimum intensity required
for effective finger-specific haptic interface design and developed a haptic interface that meets this threshold. In
the user study (Figure 13), all participants except one reported that they could feel the UMH feedback during
typing. This suggests that both the transducer size and the haptic rendering algorithm, which adjusts the phased
array based on relative positioning, were valid and effective. Therefore, in future designs of wearable finger UMH
interfaces, this perception threshold and interface design process can serve as a hardware guideline.

Issue related to weight Six participants cited weight as a drawback, which contributed to an increase in the
NASA-TLX Physical Demand score, with average scores of 4.952 for ‘V’ and 5.727 for ‘VH’, indicating an increase
of approximately 15.65%. Thus, reducing weight is a key challenge in designing a wearable UMH interface for
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typing and requires additional research. The improvement methods and research directions are discussed in
Section 8.2.
Challenges due to variations in user physiological differences and rotation Additionally, there exists

another hardware challenge. We designed the interface to be adjustable and rotatable, allowing for customization
based on individual physical characteristics such as hand size. However, despite these adjustments, the interface
only rotates along a single axis and has a fixed length, which restricts its ability to accommodate the full range of
wrist movements. Furthermore, inevitable axial rotation of the armband occurs due to user movement during
use. This results in distortion of the feedback delivery space, even with the rotation of the interface. In the user
study, we addressed this by instructing participants to wear the armband tightly and avoid excessive movement.
However, for a robust wearable device, further research is needed to develop methods that ensure consistent
feedback delivery despite the unavoidable rotation of the device during use. To address this, increasing the
number of servo motors to enable 2-axis rotation [35] or incorporating linear movement into the interface would
allow for more adaptive responses to the user’s hand movements.

8.2 Future Work
As highlighted in the user study results, the primary factor reducing usability was the weight of the haptic
interface. The phased array (120 g) constitutes 40% of the total weight, which can be reduced through hardware im-
provements. First, we can replace the current transducers (MA404S; 0.8 g) with smaller SMD type ones (MA40H1S;
0.1 g). Although this change would reduce tactile intensity by approximately 25%, reducing the transducer from a
diameter of 10 mm and height of 7 mm to 5.2 mm × 5.2 mm × 1.15 mm yields a volume decrease of about 94.34%.
Additionally, the haptic driver board for signal amplification can be miniaturized. By integrating voltage amplifiers
directly with each transducer on the array, the need for a separate driver board would be eliminated [64, 75].
Additionally, both the transducer (28.5 g) and the interface (45.3 g) boards are manufactured with a thickness
of 1.6 mm PCB. If we use a lightweight PCB with a thickness of 0.4 mm and replace all connectors and pins
with direct wiring, the overall weight could be reduced by approximately 70 %. Furthermore, the weight can be
reduced by lowering the internal density of the 3D-printed socket and using lightweight straps. As mentioned
in Section 6.3.2, the comfort and weight of Ultraboard are within an acceptable range for use. However, these
methods further minimize the weight, making it comparable to commercially available haptic gloves (138 g) [24].
Another limitation was the issue of accuracy in servo motor control within our proposed haptic rendering

pipeline, which calls for research into approaches for refining the control of the servo motor. Currently, the
phased array is positioned using a single servo motor, which rotates along one axis. By introducing additional
servo motors, the system could support rotation across three axes, enabling precise alignment with the complex
3D movements of the arm and wrist [35]. This would allow the phased array to maintain effective position and
orientation relative to the focal point, preserving feedback quality even as the phased array size is minimized.
Since a larger phased array enables more compact and smaller focal point generation [12], further research is
needed to identify an effective balance between the mechanical design that controls phased array positioning
and the phased array size to manage the trade-off inherent in wearable UMH systems. This approach can also
minimize usability differences due to individual anatomical variations.

Beyond these hardware improvements, we also see potential in bringing a variety of interactions with advanced
haptic rendering techniques. For example, actuating multiple focal points could represent complex shapes and
further enhance realism [6, 50]. Moreover, various levels of tactile intensity could be utilized to represent
stiffness [38, 53].
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9 CONCLUSION
To advance stationary UMH into a finger-level wearable UMH, it is essential to conduct UMH perception studies
targeting the fingers and minimize the device’s size. Therefore, we simulated the acoustic pressure generated
by phased arrays of different shapes and sizes to identify the effective focal length and the phased array that
supports wrist-worn and finger-specific feedback. Additionally, we conducted a finger-level perception study to
determine the minimum feedback intensity perceivable on the fingertips and validated its feasibility. Finally, we
present Ultraboard, a novel wearable haptic feedback system designed to provide finger-specific UMH feedback.
Ultraboard is a haptic interface that consistently provides tactile feedback to the fingers, regardless of the user’s
hand movements or motions. To assess Ultraboard’s subjective and objective performance, we conducted a user
study involving a typing scenario. Our results showed a significant improvement in user confidence and preference,
as the haptic feedback provided a clear cue for each keystroke. Notably, the newly introduced typo correction
interaction significantly reduced typo correction time and was considered effective by several participants. These
results suggest that our finger-targeted haptic feedback system shows the potential to deliver effective feedback
in mid-air interactions. Our findings offer design and system guidelines for finger-level wearable UMH interface
and VR typing interaction design. We hope this study lays a foundation for future research on wearable UMH
systems, paving the way for a more compact and integrated wearable interface.
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Appendix A SERVO MOTOR CONTROL ALGORITHM
Algorithm 1 illustrates the servo motor control within the haptic rendering pipeline, which consists of servo
motor control and UMH generation.

Algorithm 1 Servo motor control algorithm
Input ⊲ OptriTrack Tracking Data
• fingertipSet_left = {𝑃thumb_left, 𝑃index_left, 𝑃middle_left, 𝑃ring_left, 𝑃pinky_left}
• fingertipSet_right = {𝑃thumb_right, 𝑃index_right, 𝑃middle_right, 𝑃ring_right, 𝑃pinky_right}
• arraySet_left = {𝑃left phased array: 4 vertexes of phased array}.
• arraySet_right = {𝑃right phased array: 4 vertexes of phased array}.
Output
• Adjusted position of each arraySet.

for each fingertipSet, arraySet in Input do
Initialize ®𝑁phased array from 𝑃arraySet
for each fingertip 𝑓 from 𝑃thumb through 𝑃pinky do

Let 𝐿 be an imaginary line parallel to the upper edge of the phased array and passing through the center
®𝑉𝑓 = min(−→𝐿𝑓 )

𝜃 𝑓 = cos−1
(

®𝑁phased array · ®𝑉𝑓

| ®𝑁phased array | | ®𝑉𝑓 |

)
end for
if the fingertip 𝑃𝑓 with the largest 𝜃 is not within the phased array’s space volume then

if 𝑃𝑓 is above the phased array then
Move the phased array farther from the current hand.

else if 𝑃𝑓 is below the phased array then
Move the phased array closer to the current hand.

end if
else

for each fingertip 𝑓 in fingertipSet do
Find the fingertip 𝑓min with minimum distance 𝑑min = | |𝑓min − 𝑃phased array, hand | |
if 𝑑min < 12 then

Move the phased array farther from the fingertip 𝑓min on the current hand.
else if 𝑑min > 18 then

Move the phased array closer to the fingertip 𝑓min on the current hand.
end if

end for
end if

end for
return Adjusted phased array for both left and right hands.
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Appendix B SIMULATION FOR FOCAL LENGTH
Figure 15 shows the simulation and intensity of acoustic pressure generated at different focal lengths.

Fig. 15. Simulations conducted at various focal lengths. (a) 120 mm, (b) 140 mm, (c) 160 mm, (d) 180 mm, (e) 200 mm
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